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FOREWORD

The original of the following translation appeared in Japanese
in PHYSIOLOGY AND ECOLOGY 7:134-144 (Novewber 1957). The transla-
tion was mwade at our request by Mr. Hirotsuga Yasuda, a graduate
student at State University College of Forestry, Syracuse University.
A few minor changes in the translation were rade by a statistician
at Syracuse University and by us.

This paper briefly reviews’the theory of the more simple dis-
tance measure methods and then presents the “angle-order" method,
which 1s more complex. The "angle-order" method is now being
tested in several vegetation types in cooperation with western

Forest Service experiment statioms, but the results are not yet

conclusive, This translation should be useful to persons interested
in methods studles.

Meredith J. Morris
Jares P. Blaisdell

Division of Range Management and Wildlife
Habitat Research

Forest Service, U.S. Department of Agriculture

May 23, 1960
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A new method for the estimation of demsity by the spacing method
applicable to non-randomly distributed populations

Masaaki Morisita
Department of Biology, Faculty of Science, Kyushu University

SUMMARY

1. Although the spacing methods which utilize the spacing distance for
the sampling of populations have been much developed in recent years, the
theoretical considerations on the estimation of population density through
the use of these methods are still concerned only with randomly distri-
buted populations, The method of dengity estimation described in this
paper seems to be available for ecological works since 1t is applicable
to any populations, either randomly or non-randomly distributed.

2. The theoretical procedures of the method are as follows: Even if T
jndividuals are distributed irregularly over an area (A), the area may
possibly be divided into several small fractioms (Ay, i=1l, 2, 3, .eccuep

8) on which the individuals contained therein are distributed randonly or
uniformly,

By placing N sample points randomly on the total area A, dividing the
circle of infinite radius surrounding each sample point into k sectors,
and measuring the distance (r) to the n~th nearest individual in each
sector from the sample point, the following formulae can be derived when
the individuals are distributed at random on A4.
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i and i, become the unbiased estimates of m,

When the individuals are uniformly distributed on Ay, the following re-~
lation is expected; 7

ﬁ1'<\n<ﬁ'\2.
Hence,
o Tl
fio = — (5)

may be used as an estimate of m when ﬁl < ﬁa.
When fi, > iy, m ghould be estimated by fi,, instead of .

Since we can get the values of fiy and fi; without using my and Ay, the
estimation of m by fiy or @, seems to be zpplicable to any kinds of pat-
terns of spatial distribution of individuals (n 2 3).

3, It is considered that regular sampling, instead of random szmpling,
ig also available for the density estimation by the method mentioned
above, unless the individuals are distributed regularly on A,.

4, The results of the estimation of m by f, (k=4, n=3) applied to var-
ious artificial populations are shown in Table 1, It may be gsald from the
results that the method is sufficient to be put to practical use at least
when k=4 and n=3 are employed.

INTRODUCTION

The spacing, or distance method, which attempts to determine the
distribution of individuals by the measurement of the distance between the
gample point and the individual, or distance between the plants (or:mniw
mals), has received much attention by ecologists in recent years because
the method has the big advantage of ease of calculation and does not have
the disadvantages of the quadrat method, e.g., the result depends on the
size of quadrat, (Dlce 1952, Cottam and Curtis 1949, 1953 etc.). Since
the theoretical expression for a randomly distributed population vas found
by Moore, Morisita, Hopkins and Skellam, and Clark and Evans independently
in 1954, many theoretical methods have been developed using the theoretical
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expression, Examples are: the angle method by Morisita 1954, Clark and
Evans 1954; the order method and n-th neighbour method by Morisita 1954,

Thompson 1956; and the grouping method by Morisita 1955, Clark 1955 a,
b’ etc.

The theory of the spacing method, however, has been congidered only
for the spatial population in the normal hexagonal distribution and the
square distribution, or for the randomly distributed populationm, It
seems to be considered that 1t 1s very difficult and almost impossible to
deal with nonrendomly distributed populations by a generalized procedure
because there are so many different cases for nonrandomly distributed
populations. Nothing has been done about this difficulty so far, and the
theoretical equation of the spacing method for randomly distributed popu-
lation has been applied for the estimation of density of biological specles

which usually has a nonrandomly distributed population., (e.g., Cottam and
Curtis 1956).

The method described in this paper, however, can be applied for al-
most all cases, either randomly or nonrandomly distributed populations.
Although the theoretical procedure for this method still lacks complete~
ness, the estimation of density cam be done practically and with good ac-
curacy by using many sample points, Therefore, 1 am going to publish the
general idea of this method, adapting the incomplete theory, and I should
1ike to add some further considerations and developments in other pepers.

FUNDAMENTAL THEORY

1., Randomly Distributed Populations

a) Shortest distance metho&y

1f individuals are distributed randomly on a certain area, we can
set the sample points randomly on the area. Then the shortest distance,
r, between each sample point and the nearest individual to each of the
sample points can be measured, The probability density of distance r can
be expressed by the equation,

2
£(r) = 2mre”™F (1)
where m is the average number of individuals in an area of «

(that is, m = 7p where P is the average number of individuals per unit
area) (Morisita 1954).

From equation (1),

EG®) = 1. (2)

y Named by Morisita (1954).
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1€ the total number of sample points is N; then @ unbiased estimates of -
m can be expressed by the equation, .

A= ,__._..NN-I x
N _
1§ Ty

(Moore 1954), That is, the estimated value of m can be obtained by divid-
ing (N-1) by the sum of the r=. In this case, the variance of A is given
by the equation,

2
“a = N2 (4)

b) Angle method

pividing the area around the sample point into equiangle sectors,
the distance r between the sample point and the nearest individual in
each sector can be measured, and & can be expressed by the equation,

f= kN1

N2 (5)
=Tt

where k is the number of sectors, and

ﬂla '
Ozﬁ'a -k_ﬁ—:i (6)

This corresponds to the case in the shortest distance method; here
m, fi, and N are replaced by m/k, fi/k, and kN respectively. The reason for
replacing m by m/k is that the average number of individuals within the
circle of r=1 around the sample point in each sector is m/k, 1In like
fashion N is replaced by kN because the number of measurements of T is kN
for N sample points,

¢) Order method

This method consists of measuring the distance between the sample
point and the 2nd, 3rd, 4th, ...., D-th nearest individuals. The shortest
distance method corresponds to the case where n=1 in this method. The
probability density of r in this method is then expressed by the equation,

2
£(x) = 2__ 0 g20-1 -mr

(n-1)! ’ (7

therefore



E®) = & (8)

' “  (Morisita 1954).

In this case, 1211:12 follows the relationship of I'(nN, m)., Replacing
r = x, h

o0
oN_\ . o 1. ,nN-1 -MmX gy = -DN_ p .
E(E Q ano aN-1)! v x e dx -1 m 3 9)
1=1"1

therefore nN __ ig not the unbiased estimate of m,

If we substitute

so gl o
1§1r12
then
E(#) = E(f“%—): (oN-1) E@ 12)
1=1"1 12171 an
=1Mm

therefore fi 1s the unbilased estimate of m,

In other words, we can obtain the estimated value of m by replacing
(N-1) terms in equation (3) of the shortest distance method by the term
(nN-1), The distribution of 4 in this case is then given by the equation,

E(h ; )afw_EEN—"l—'an'loe‘mxdxa >
i:§1r12>a ST LT @D (12)

and
a2y (oN-1)2 1\ _ nN-1
BN E<(§r22 m«-z“‘2 (13)
1=t |
then

2
a=E (@) - E@ = 35 as)



d) Angle-order methodgj -

This is a combination of the angle method and the order method, If
we measure distances to the n-th individuals in each of the k sectors, the
unbiased estimate of m, fi, can then be expressed by equation (15) which is
similar to equation (5).

~ nkN"l
m = ————ak (15)
§51%1
2
o m
oam nkN-2 ] (16)

The above mentioned are methods of estimating the density of randomly
distributed populations. The estimation with the greatest accuracy is the
angle~order method.~ This can easily be seen by comparing the Oaﬁ's for
each method. In this case if we take the larger k and n, we can get the
smaller 05 , thus obtaining a greater accuracy of estimation, For the
practical outdoor measurement, however, k=4, n=3~4 might be the most effic-
ient method,

2, Aggregatedly Distributed Populations

If we take an area above a certain size, the distribution of biolog-
jcal individuals in a natural state usually tends to be aggregatedly dis-
tributed to a greatex or less extent,

. Aggregate distribution, in a general sense, can be defined as the
state in which the distribution density of ijndividuals is not homogeneous
but depends on parts in a given space; in other words, the parts of high
density and low density coexist beyond the extent where it can be of
casual occurrence,

Assuming T individuals are distributed irregularly over an area A,
the area can be divided theoretically into several small fractions in
which no aggregated distribution can be observed. In this case, the
density is not necessarily the same in the different fractions. If the
number of small fractions thus obtained is 5, the number of individuals
in each fraction is Ty (1-1,2,3, ceeesd), the area of each fraction is Ay,
and the density of individuals in each fraction is mg /% (the number of in-
dividuals in a unit area), the following relation can be obtained:

nTy

) 8
[ eem== T = T A = °
"R S 2

5’Ihis name is given in this paper.
g&t was mentioned by Morisita (1954).

-6-




The average density of individuals, (m/x), over the total.area A is given
by the equation,

Z=;i=1;-ﬁi (17)

Here we are dealing with small fractions in which no more aggregation
can be observed; therefore, the distributigr of individuals in the area Ay
should be either random or fairly uniform.,~ Now let us consider each of
these possible two cases respectively.

a) Random case

Now placing sample points randomly in the total area A, the probabil-
ity of finding one sample point in A; is Aj/A. Vhereas the distribution
of individuals in area A; is random, the probability density of the dis-
tance r between the sample point and the n~th nearest individual can be
derived from equation (7),

a3 2 n .2n-l - 2
£(x) ?;:{Sf.mi T e” (18)

Considering now the new variable 1/x2, the average value of 1/x® over all
Ay's (for total A) can be obtained from the equation,

1\ . “1[65; 2 _1.-ra]
E<?> .f i R e e
(19)
SR T - m
IS T b e |

The variance of 1/x2 is

02 = .!'._ - <..1_. = 1 5 2 _ nia
2 E<r4> 3 r2> A(n-1) (n-2) 1A (a-12 (20

Assuming the total number of sample points in the total area A is
N, and
N
a=Dly L
i i rjz (21)

then

3 .t i K
3ISelf-spacing arrangement by Torii (1952). In general it is called
"'mder dispersion.”
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o 1 ¥ 1\_nal 1\,nly m 4
E(f) = E (nl\] jgﬂ-rf) TS jél E (rj2> 5 N = m (22)

~

that is, @ 1s the unbiased estimate of m. The variance of @ is
Py - D2 F 2 11{1 1+ )2 Am? - of (23)
= e 42 1/r12 N 12\ ppafrid

From equation (21) it is seen that if the distribution of individuals
in small fractions is random, the estimate of m can be obtained by placing
sample points randomly over the total area, ignoring the difference of
density between fractions, and measuring the distance to the n-th individ-
ual and then simply summing up the 1/x® terms and multiplying by n-1/H.
The individuals can be distributed in any fashion depending on the combina-
tion of Ai's and mi's. Equation (21), however, does not contain either Ay
or my; therefore the estimation using equation (21) can be applicable not
only to any aggregated population but also to the population in which Ay
and my are unknown (providing that the distribution of the individuals in
A; 1s random). It can be seen that equation (21) is very useful and ef-
fective to estimate the density of jndividuals in the population where the
type of distribution js unknown. The estimate of total number of individ-
uals over A, T, can be obtained by the use of the equation

f=84
3 {24)
Assuming i as the estimate of the average area for one individual, then
ma=X
] (25)

The more accurate method of estimation can be obtained by combining
the angle method just as we have done for randomly distributed populations.
iIn this case we have two possible procedures.

(i) Calculate 1/r2 for each sector.

By substituting ﬁl as the estimate of m for this method and k for the
number of sectors, we can calculate @iy by replacing A in equation (21) by
fiy /k and replacing N by kN, That is,

K kN
ﬁ - k -——n-l ——-—-1 =-—-—-n.1 2 -—-—1
TR Ry N Ay (26)
5
. o=l JL a+ L =
ogml kN '{; (+ n.z) 121 Amy® mé}' (27)



(i1) Calculate jgirja for each sample point.

By substituting the average value of £2 for each of the sample points
as w, we obtain

b)='l Eraj

k j=1 (28)

1f the distribution of {ndividuals in Ay is random, w should satisfy
the relation I'(kn, my); therefore

1\. éi_ 1 k ® k-2 -mw =B
E(m) igl A (nk-1)! B omn it ) (29)

d2

= 1 B 2 . m
1/  A(nk-1)(nk-2) 15, A (ak-1)2 (30)

By substituting t‘ﬁa as the esgimate of m in this method, we obtain

a nk-l1 § 1 _ skl § K

N 41y N i=2 K (31)
b ra
j=1 ij
11
“a, " § {x I+ 557 451 Aimia-ma} (32)

The main difference between method (1) and (ii) can be sumnarized as
follows: In method (i), the demsity in each sector is calculated first,
and then the density over the total area is estimated from the average of
the densities of the sectors for all the sample points. In method (ii)
the average density around the sample point 1is calculated first, and then
the density over the total area is estimated from the average unit of the
average densities for all the sample points. 1f a sample point is placed
far away from the center of an aggregate, oOT if there is a small aggre-~
gate which can be in 2 sector, that is, 1f there is a significant differ-
ence in density between sectors of a sample point, method (1) would be
more suitable, In general, the method which has the better accuracy can
be judged by whether the value of (daﬁl - oaﬁa) is less than or greater
than zero.

From equation (27) and (32), if

18 2

(n-2) (nk=2)
z <—z
m n“k-2n(k+1)+2
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then 0°a > o2~ 3 therefore method (11) has better accuracy (providing

that n 2> 3, k 3 2). If the distribution of individuals over the total
area is random, method (i1) has greater accuracy in the case where n 2 3,
and k 2 2.

I have previously mentioned that the methods mentioned above are ap-
plicable to any aggregated population, but it must be emphasized that they
are applicable providing the distribution of individuals in Ay is random.
In many cases, however, the distribution of biological gpecies are rela-
tively uniform within their aggregate, even if they have an aggregated
form as a whole. Therefore, as a general method of estimating density
which is applicable to such a case, the method mentioned above containing
only fiy or fiz is not sufficient, Now let us consider this point in the
next chapter,

b) Fairly uniform case

In this case it is very difficult to obtain the unbiased estimate of
n by the method previously mentioned, and we have to be satisfied with an
appropriate estimate with relatively less variance.

1If the distribution of individuals on A; is not random but is more or
less uniform, the variance of r taken k times would be smaller than the
variance in the random case,~ because {f the distribution is uniform, the
range that the value of r can take is much smaller than the range for the
random case, Therefore, if the m's are the same for both cases, the value

of j§1 raj for a uniform distribution is smallef than the value of sz. =

3

k

for a random distribution, Similarly the value of 521 —é— is smaller for
=1

a uniform distribution than for a random distribution. TI!len, 1f the dis-
tribution of individuals on Ay is uniform, the value of i, obtained by

-1 kN = k
B nl\ll jél r; = nNI 1§1 jz::. 21
3 i3

ig smaller than m, and the value of fip obtained from equation (31),

A = nk-l k
Y N i=1 k
z 2
=1 5

E’IIt: has been made clear also from the results of the normal hexagonal
distribution and artificial uni form distribution which will be mentioned
in a later part of this paper.
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is expected to be greater than m, That is, 1f the distribution of in-
dividuals on Ay is regular, the following relaticn is rationalized

ﬁl<m<ﬁea

and it is possible to estimate m by the value of i, which is defined by
the equation

~ _ &y 't
_ &y +'bfa
o ath (33)

In this case, however, it is impossible to obtain the values of a and b
by theoretical considerations. For the obgerved value in a hexagonal dis-
tribution which will be mentiomed in a later part of this paper, we can
obtain sufficlently good estimates by letting a =b = 1. Therefore, it
seems reasonable to use a=b=1 for the general distribution with less
uniformity (closer to a random distribution), if we take n 2 3 and k 2 4.

That is, practically we can use equation (34) to estimate the value of m.

L fy + e
2 (34)

We considered fig of equation (34) as an estimate of m when the in-
dividuals are uniformly distributed on A;, However, we can use fiy in
either case; when the total distribution is random, or when the total dis-
tribution is uniform, In other words, we can apply this method to any type
of distribution without considering the nature of aggregation or type of
distribution, However, when fi,-> fi,, that is, the density varies depend=

ing on the sectors even if the sample point is identical, fi,, which is
based on 1/r= for each sector, should be used as the estimate of m.

3, Restriction on the value of n

It is to be seen from equation (21) and (26) that the above mentioned
methods of estimating the density from fiy or fi; cannot be applied if n=l.
1t is also clear from equation (23) and (27) that they are not applicable
when n=2 because the variances of # or fiy become infinite. Therefore, the
estimation from fi, or fi, should take at least n=3, that is, we have to

estimate the density by the measurement of distances to at least the third
nearest individual.

4., The method which uses regularly spaced sample points

The methods I have mentioned are based on the theoretical considera~
tion of using randomly selected sample points, In the practical outdoor
measurement, however, it needs additional procedure to select the sample

=1l1=
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points randomly because we have to decide the randomized pésition before-
hand by some means, e.g., using the randomized table, Many practical out-
door measurements have been carried out without deciding the randomized
point beforehand just by walking a certain distance from one position to
another arbitrarily. These arbitrarily chosen sample points tend to be
more regularly placed in position than randomly chosen points. From this

view, it seems to be worthwhile to consider the method of using regularly
spaced sample points,

When we place sample points regularly on the area A, if the distri-
bution of individuals is random, the estimation of m by use of equation
(26) and (31) would be close enough because the relation between any one

of the sample points on A; and the individuals around it is quite acci-
dental, although there is'a certain spatial relation between the sample

points. In this point it is in the same situation as in randomly selected
sample points. Furthermore, we can keep the following relation for any
small positive number € by taking a larger N, e.g.,

Pr.{l-:—i--%i-l>e}—>0

If Nyj/N = A;/A, it can be easily proven that @, and fi,, as obtained from
equation (26) and (31), are the unbiased estimates of m, even if the
sample points are regularly placed.

Now the variance of a number of sample points, Nj, which are in a
particular area A;, should be considered, If the sample points are placed
randomly, the probability distribution of Ny on repeated sampling follows
the binomial distribution of p=A;/A, and its variance is Npq(q=1-p);
therefore if A;/A is small, the variance comes close to the average value.
While the variance of the probability distribution of N; in regularly
spaced sample points would be much smaller than the average value,fythe
probability distribution of N; is the same as the probability distribution
of individuals for the area when we apply random sampling to the sample

points within the area of A;. In a general aggregated population the de-
viation within A{ would be smaller for regularly placed sample points

than for the randomly placed case, because Aj/A would be expected to be
the smaller value in many cases. Therefore, if E(N;/N) = Ay /A, the

Eﬁn example; placing many points on the square distribution, taking
2.5 cm, as the distance between two points, and place the circles of r=6

cm, randomly on this figure., The result of counting the points which are
in the citcles;

The calculated average VAlUue ¢ o o o o ¢ ¢ o 0 0 @ o o o 18.096
The observed average value taken 120 times , . ¢ « « o o 18,025
The variance = 1.758 (variance)/(average) = less than 0.17%
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accuracy of density estimation over the total area A can be possibly con-
gidered better for regularly spaced sample points than for randomly
selected sample points, Vhen Ny /N = Ay/A, it is easily proven that the
regular spacing has better accuracy than the random selection,

The most difficult case in the method with regularly spaced sample
points is when the distribution of the individuals on Ay is uniform, As
an extreme case, consider when the distribution of the individual is the
game uniform distribution as the sample points, then the above mentioned
density estimation from fi; cannot be applied because there is the same
gpatial relation between the sample point and the individual. As another
case, consider when the space between the individuals 1s constant, and
if the ratio of space between individuals and space between sample points
is an integral number, and the orientation of both are also parallel,
then the spatial relation between the sample point and the individual be-
come uniform, and the estimation from @iy is not applicable., In the case
of the distribution of plants, however, such special cases are rare ex=
cept in the case of forest plantation even if we deal with such regularly
distributed plants, it hardly happens to be the above mentioned special
cases, unless ve arrange the distance, directions, etc. of sample points
in such a way on purpose., Thus, if we take n 2 3,,k 2 4, the variance
of estimate caused by regularity of sample points can be considered prac~
tically small enough. This can be seen by the examples showm in the
latter part of this paper.

To eliminate the troubles mentioned above the following method can
be considered, that is, by dividing the total area into many small plots
of equ 1 area, and placing ome or more sample points randomly on each
plot.~ By this method, we can avoid the possibility of placing many
sample points in :éne small -area which may happen when we place sample
points randomly over the total area, Furthermore, ve can make the vari-
ance of estimate smaller (although the distribution of sample points over
the total area becomes rather regular) because we can avoid the uniform
spatial relation between the sample points and the individuals on Ay,
even if the distribution of individuals is uniform. The method with re-
gularly spaced sample points, however, seems to be more practical, con-
sidering the ease of spacing procedure of sample points, i1f the individ-
uwala are distributed less regularly in each aggregate.

PRACTICAL PROCEDURE OF DENSITY ESTIMATION

The method of estimating density frou fiy (when ii; < fi,) or iy (when
fi, > ) 1s applicable to any population where the biological species are

distributed randomly, aggregatedly, or uniformly., Therefore, even if the
distribution of individuals is unknowm, the estimate of the average den-
sity can be obtained by the following mechanical procedure,

Z&his method is also recommended for the square method (e.g., Torii
1952).

«]13=
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1. Determine N positions as the sample points randomly or regularly
over the total area, or divide the total area into many equal sized plots,
and place an equal number of sample points randomly in each plot.

2. Divide the circle surrounding each sample point into k equiangle
sectors. Practically k=4; placing two pileces of rope ox rods at right-
angles on the sample point would be the eagiest way.

3, Measure the distance r between a sample point and the n-th nearest
i{ndividual in each sector, n 2 3 should be satisfied, If k=4, then n=3~4

would be the most practical, Of course we can obtain greater accuracy by
taking a larger n.

4, Calculate 1/x® for the egch value of r which is taken k times for
each sample point; sum up the 1/x='g for each sample point, and then sum
up the 1/r='s for all the sample points.

5. Multiple the sum of 1/r® for all the sample points obtained in
step 4 by n-1/N. This is the value of iij.

6, Calculate 1511:21 for each sample point, and find o 1 ; then

2
sum up these values for all the sample points. 1§1r i

7. Multiple the value obtained in step 6 by k(nk-1) /N, This is the
value of fis.

8., Compare fi; and fiy 3

1f fi, ¢ fi, , find fiy = @ + #,/2, and then calculate fig/%. This is
the estimate of the average number of individuals per umit area, The
total number of individuals in the total area can be obtained by multiply-
ing this value by the total area,

If &, > i , fi, /n instead of #i,/n, is the estimate of the average
nuober of individuals per unit area,

EXAMPLES OF APPLICATION OF THE METHOD
FOR ARTIFICIAL POPULATIONS

1. g_o_ggletelz Regular Distribution

As an example of regular distribution, let us comsider the distribu-
tion vhere individuals are placed at each apex and the center of a normal
hexagon. Placing 96 sample points almost uniformly in a diamond which is
formed by the nearest four points of normal hexagonally distributed in-
dividuals (the distance between two individuals is 4 cm,) and taking k=4,
measurement of the distance of n=3 was repeated in six directions for each
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9, Fairly Uniform Distribution

1602 points were marked fairly unif
section paper of 50 x 70 cafs In oxder to
dividing the total area into 1 cu? and 4 cufs
occurrence in each section was compared with
The results are summarized in Table 2.

The ratios of grariance) /(average value
gection and 0.401 for the 4 ot
fairly uniform.
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Placing the sample points randomly by the use of

table on this figure, distances wexr
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to the 3rd nearest i{ndividuals. According to
between actual density and estimate is only 1
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with Poisson distribution.
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cm>, (Table 1,B)

1 cm> quadrat 4 cn> quadrat
Nuﬁ%er Observed Expected Observed Expected
number  number number  number
individuals £ £
er quadrat ok = - °
P quadrats quadrats quadrats quadrats
0 1,939 2,214 33 140
1 1,520 1,014 281 257
2 41 232 389 235
3 0 35 146 143
4 0 4 25 66
5 0 1 24
6 and 0 0 0 10
over
Total 3,500 3,499 875 875
p(®) < 0,01 < 0.01
Variance
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3, Aggregated Distribution

As an example of the agéregated distribution, an artificial figure
chown in Fig. 19 vas made. When we made this figure, we paid attention
only to making aggregates of varying density and gize and did not pay at~
tention to the distribution of points in an aggregate. As a result, how-
ever, it is a typical aggregated distribution as a whole, but the distri-
bution of points within the aggregates can be considered as a fairly
uni form distribution (Table 3). Placing three types of sample point
systems regularly on this figure, Fig. 23’ the density was measured in the
area shown by the broken line on Fig. 2 taking k=4 and n=3, Some sample
points in system I and system Il are placed on the edge of the rectangle;

Table 3., Comparison of the distribution of individuals
of the artificial population shown in Fig. 1 with Poisson

distribution.
(a) Total populatiog (b) A clump®*
ofer ‘Observed™. : Expected | Observed Expected
individuals number number number number
per quadrat(l cr) of of of of
r quadrats  quadrats quadrats quadrats
0 29 1.8 0 }
1 45 9.5 0
2 37 24,8 0
3 26 43,1 0 B
4 40 56.2 3 14.8
5 22 58.7 0
6 19 51.0 2 ;
7 21 38.1 4 -
8 24 24.8 9 9.6
9 23 14.4 9 ¢
10 13 7.5 6
11 9 3.6 2
12 7 1.5 1 11.6
13 and over 21 0.9 0
Total 336 335.9 36 36.0
() < 0,01 < 0,01
Variance °

% The aveg enclosed by the broken line in Eigy ¢ was- examined.
%% The area enclosed by the dotted line in Fig, 2 Wwas exemined.

EﬁFiéﬁres % and 2 are mot Yeproduced., Flgs 1 is a contdgfous or
aggregated distribution of points having several clumps of varying density.
Fig. 2 shows the arrangement of sample points for the density estimation
of the artificial population which was shown in Fig. 1, This arrangement
consisted of three overlapping grids (2 diamond, 1 rectangular)].
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on these sample points distances were measured only in the sectors which
are inside of the rectangle. By this treatment some sample points were c
used only in one or two sectors out of four; therefore, the following treat-
ment was applied for calculation, i

Substituting the total number of sectors used for measurement as K,
and the number of sectors used for measurement in each sample point as k”,
fi, can be obtained by the equation,

~ k "1 1
i, = —(—-)-;; igl jgl ———ra (35)

1]

A Substituting the value of fip at each sample point as fin.g (that is,
fi> when N=1), fiz.y is given by the equation,

= k(k’n- 1
ﬁz.i k(k n 1) K° " (36)

By taking the average of fino4 with the appropriate weighting for the
number of s§ctors used, fi, can be obtained by the equationm,

z o A
e
K (37)

When we use the sample points which are used only in one or two
sectors, however, the value of i, tends to be too small if the distribu-
tion is uniform, In the example of the aggregated population mentioned
ahove, the fi; has the same tendency because the distribution of individ-
vals in an aggregate is fairly uniform as shown in Table 3(b) (it is also
seen by the fact f, < fi;). In order to avoid this tendency, it is better
not to use sample points on the edge of the area. The result of the cal-
culation without sample points on the edge is shown in Table 1,C.. The
results of (I + 1I° + III") are closer to the observed value than the
value of (I + 11 + 1II) in C,, in spite of decreased number of sample
points, It is worthwhile to note that the error of estimation is about
5% in II° and less than 17 in 1’ in spite of the fact that the estimates
were calculated from only 21 sample points. Measuring the density on the
area, shown by the dotted line in Fig. 2, Table 3(b), we obtained the fol-
lowing result from the 8 sample points in this area.

fi, = 0,23132

fi, = 0,29366
i, = 0.26249
and the estimate of the number of individuals calculated from fi, is 301,

while there are 299 individuals; therefore, it can be saild that they coin-
cide very well.
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Thus, we obtained good estimation of the density of Fig. 1, despite
the uniformity of the distribution within the aggregate, by the regular
spacing of the sample points. That ig, this method is sufficient to be
put to practical use, unless the distribution within the aggregate is
completely uniform,

CONCLUSION

The method of estimating the density mentioned above has a great ad-
vantage in being applicable to any kind of distribution of individuals.
Furthermore, it would be possible to show the density around each sample
point with good accuracy by calculating i, (or #,) for each sample point
assuming N=1, if we take k and n large enough. It is also possible to
show the distribution of the individuals graphically by drawing contour
lines for the same density levels, using the estimates of the demsity of
each sample point, Another method to obtain the general idea of the dis-
tribution is from fig: i

=k__.15.nN__‘_1___ .
> B
1=1 j=1 14

fia

1f i, 1s greater than, less than, or equal to @, the type of total dis-
tribution is aggregate, random, or uniform,

For more detailed analysis of distribution, the method using fi; - fa
and i, - fig can be used to obtain the distribution within and between thb
aggregates, The appropriate expression to obtain a parameter which in=-

icates the character of distribution has been found, and it is possible
to analyse the various types of distributions by the combination of these
paraveters to some extent. The details of these methods will be published
in other papers.
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